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The evolution of irradiation-induced point defects in UO2 is captured in molecular dynamics simulations.
The approach used circumvents their creation during the ballistic phase of a traditional collision-cascade
molecular dynamics simulation but rather focuses on their kinetic evolution. The simulations reveal that in the
absence of defects on the cation sublattice, the defects initially present on the anion sublattice recombine and
annihilate completely during equilibration. However, in the simultaneous presence of defects on both sublat-
tices, Schottky defects are formed, thereby sequestering the oxygen vacancies. The resulting excess oxygen
interstitials form cuboctahedral clusters, whose existence has previously been identified experimentally but
whose generation mechanism has not been determined. It is concluded that the cation sublattice is primarily
responsible for the radiation tolerance or intolerance of the material.
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I. INTRODUCTION

Fluorite-structured UO2 is the most widely used of all
nuclear fuels. High-energy particle irradiation in materials
causes damage by creating point defects, the clustering of
which can form defect structures such as small clusters,
voids, and stacking faults, ultimately leading to material
failure. The damage tolerance of a material depends not only
on the number of defects created during irradiation but also
on their long-time kinetic evolution; understanding the com-
plete evolution of defects is therefore very important. Experi-
mentally however, it is difficult to capture the irradiation-
induced short time-scale atomistic processes; computer
simulations are particularly adept at capturing such dynami-
cal processes.1–4

Under oxidizing conditions, UO2 readily accommodates
O interstitials to form UO2+x. Ultimately these interstitials
lead to a transformation to the �-U4O9 phase.5 While a unit
cell of �-U4O9 is 64 times larger than fluorite, the “typical
cell” closely resembles that of fluorite. In particular, the ura-
nium ions occupy positions similar to those in fluorite while
the excess oxygen ions are accommodated in cuboctahedral
�COT� clusters.6,7 The COT cluster contains 12 oxygen at-
oms rather than eight, as in a unit cell of fluorite. Under
irradiation of UO2, there can be a local increase in the oxy-
gen interstitial concentration near the damage site. Under
these conditions, it is possible that COT-cluster formation
may cause a local phase transformation to the U4O9 struc-
ture.

In this work, we use molecular dynamics �MD� simula-
tions to elucidate the evolution of irradiation-induced point
defects in UO2, including the formation mechanism of COT
clusters in the fluorite matrix, by using a methodology that
captures the kinetic evolution of the irradiation-induced point
defects.

II. SIMULATION METHODOLOGY

A. Kinetically evolving irradiation-induced defects method

Atomistic simulations have been shown to capture two
important phases of radiation damage. First, the “ballistic
phase” involves the formation of cascades of defects through
a primary knock-on atom �PKA�; second, the “kinetic phase”
involves the diffusion-controlled dynamical evolution of
these defects. During the ballistic phase, large numbers of
point defects are created due to the impact of a PKA. The
atoms are displaced from their lattice sites, thereby forming
vacancies and interstitials �Frenkel pairs�. This phase typi-
cally lasts only for a few picoseconds. The kinetic phase,
during which most of the interstitials recombine with the
vacancies, lasts much longer. There may be a few interstitials
that are not able to quickly recombine with vacancies. Their
ultimate fate then depends on the diffusion-controlled kinet-
ics under which they can either eventually recombine with
the vacancies, interact with the microstructure, or evolve into
clusters. It is thus this kinetic phase that determines the
longer time, experimentally accessible behavior of the mate-
rial. While interstitial-vacancy recombination promotes ra-
diation tolerance of the material, their evolution into clusters
results in potentially long-lived radiation damage that could
be detrimental to the performance and lifetime of the mate-
rial. Understanding the defect evolution during the kinetic
phase therefore becomes very important for engineering ra-
diation tolerant materials.

Conventional radiation-damage MD simulations using the
PKA approach well capture the formation of the defects.
However, because of the high energy of the initial PKA, the
system sizes required are very much larger than the volume
in which the surviving point defects kinetically evolve. As a
result, the sizes of the simulations are typically not large
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enough nor contain a high-enough concentration of defects
to allow the formation of complex defect structures in the
available MD time. Recently, simulations involving conven-
tional damage-cascade MD followed by temperature-
accelerated dynamics �TAD� �Ref. 8� have been used to ex-
tend radiation-damage simulations to the experimental time
scale. Interestingly, these simulations have shown the devel-
opment of more complex defect structures than seen in pre-
vious conventional cascade simulations. Moreover, com-
bined MD-TAD simulations on MgO �Ref. 8� have shown
that the defect evolution during the kinetic phase is largely
independent of the initial damage during the ballistic phase.
In addition, it has been shown in UO2 that the initial PKA
direction has little effect on the final defect evolution.9 To-
gether, these observations strongly suggest that a detailed
understanding of the ballistic phase is not necessarily a pre-
requisite for understanding the long-term evolution of the
irradiated system.

Here, we use a methodology that circumvents the ballistic
phase and focuses entirely on the evolution of defects. This
approach allows us to observe defect evolution under differ-
ent defect environments and reveals the governing mecha-
nism in the radiation tolerance of UO2. In this method, at the
beginning of each simulation we create a specified number of
point defects in a high-temperature �T=1000 K� equilibrated
system. To avoid uninteresting spontaneous interstitial-
vacancy recombination events, the vacancies and interstitials
are separated by a distance of 5ao, which is more than the
recombination radius. Because they cannot mutually annihi-
late, there is no constraint on the vacancy-vacancy and
interstitial-interstitial distances. The system is then allowed
to equilibrate at high temperature and the diffusion-
controlled kinetic evolution of the system is followed. This
method has features in common with a method by
Crocombette.10 In both methods, rather than following a par-
ticular PKA, cation Frenkel pairs �FPs� are created by hand
and their evolution is followed. However, here the effects of
anion FPs alone and the combined effects of anions and cat-
ions are also considered. As we shall see, kinetic evolution of
oxygen FPs forms the most important part of this study. Cro-
combette et al. added FP successively; in this work, all FPs
are introduced at the beginning of the simulation, after which
the defects interact without interference. Finally, all of the
simulations presented here are performed at 1000 K in con-
trast to the simulations of Crocombette et al., most of which
were performed at 300 K.

When this method was applied to MgO,11 we were able to
reproduce the clusters that were observed from the combined
radiation damage and MD-TAD simulations.8 Moreover, by
focusing entirely on the kinetic phase of radiation damage, it
allowed us to better understand the defect recombination and
clustering mechanism in MgO. Here, we apply this method-
ology to UO2 to capture new details of the defect evolution.

B. Interatomic potential and molecular dynamics method

The interactions between the ions are described by a pair
potential. Here, the short-range atomic interactions are cap-
tured using the potential form provided by Ida12 with param-

eters taken from Basak et al.13 In addition to the widely
implemented Buckingham-type form for ionic materials, the
Bushing-Ida potential form also includes a Morse term that
introduces a “covalent” component. Due to the assumption
of partial covalency, the ionic charges are given nonformal
values, which take into account partial charge transfer be-
tween the ions. The Basak potential parameters were chosen
as they predict a correct order of Schottky-defect energies of
trivacancies �VO

••−VU�−VO
••�,14,15 which is crucial for a physi-

cally appropriate representation of the defect properties. The
long-range electrostatic interactions are calculated using the
direct-summation method of Wolf et al.16 In this method, the
Coulombic energies and forces are truncated at a fixed cutoff
radius with charge compensation on the surface of the trun-
cation sphere. This method has been applied to various
materials16,17 and has been demonstrated to be accurate. It is
also computationally very efficient as the computational load
scales linearly with the system size.

The melting point for this interatomic description of UO2
has been determined to be �3450�50 K,18 which is in fair
agreement with the experimental value of 3100 K.19,20 Like-
wise, the oxygen sublattice ordering temperature for this po-
tential has been determined to be 2200 K,18 which is also in
fair agreement with the experimentally obtained value of
2600 K.21 All the simulations were carried out at a tempera-
ture of 1000 K, i.e., well below the melting and sublattice
melting temperatures. At this temperature, the oxygen inter-
stitials and vacancies have high diffusivities, whereas their
uranium counterparts are much less mobile due to their high
migration energies; this temperature is also representative of
the temperature range of 800–1600 K present in a typical
fuel pellet.

We have carried out all simulations on a UO2 single crys-
tal containing 96 000 ions with periodic boundary conditions
applied in all three dimensions. The trajectories of the ions
are calculated using a fifth-order Gear predictor-corrector
method with an MD time step of 0.5 fs. This time step is
small enough to conserve energy over several thousand MD
steps in microcanonical ensemble test runs. To capture as
much of the defect evolution as possible, all the simulations
are carried out for more than 1 ns. The point defects are
identified by comparing the defect structure with the initial
structure containing no defects. If any lattice site does not
contain an atom within a spatial cutoff radius of 1 Å, or an
interstitial site is filled within a spatial cutoff radius of 1 Å,
the site is identified as a vacancy or an interstitial, respec-
tively.

III. DIFFUSION-CONTROLLED KINETIC EVOLUTION
OF DEFECTS

We first ensure that no defects are spontaneously formed
during equilibration. This is done by simply equilibrating a
perfect crystal at 1000 K for 1 ns. Given that the oxygen
Frenkel pair formation is 6.0 eV for this potential,14 a defect
concentrations of 1.6�10−26 would be expected for the num-
ber of atoms in the simulation. Consistent with this, the per-
fect crystal does not spontaneously generate defects; this
structure is used for rest of the simulations.
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A. Frenkel pair defects on a single sublattice

In order to provide a benchmark against which to com-
pare our results, we first focus on the evolution of a system
in which the FPs are created on only one sublattice: either
the O or the U sublattice. Taking the oxygen case first, FPs
are created by removing a random O atom from its cubic
sublattice site and placing it at an octahedral interstitial site.
At the beginning of the simulation, 200 FPs are created in
the previously equilibrated system. A snapshot of the initial
structure with O FPs is shown in Fig. 1�a�. The system is
then allowed to thermally re-equilibrate at 1000 K. The snap-
shots of the subsequent time evolution of the O FPs to t
=40 and 300 ps are shown in Figs. 1�b� and 1�c�, respec-
tively. Due to the low migration energies of both the O in-
terstitials and the vacancies,14 the O FPs have high diffusivi-
ties. As evident from Figs. 1�b� and 1�c�, the number of O
FPs decreases with increasing time. The number of O FPs is
shown as red triangles in Fig. 2. By 1400 ps, only four O FPs
are left in the system. Eventually, all of the O FPs recombine

by vacancy-interstitial recombination; no interstitial-
interstitial or vacancy-vacancy clustering is observed. This
demonstrates that, in the absence of defects on the cation
sublattice, the O sublattice is completely healed within a few
picoseconds, resulting in no long-lasting damage to the ma-
terial.

In contrast to the above expected result, the simulation of
FPs on the U sublattice alone yields a surprise. We create
200 FPs on the U sublattice. The initial snapshot of the sys-
tem with defects is shown in Fig. 3�a�; snapshots at later
times are shown in Figs. 3�b� and 3�c�. Since, the U intersti-
tials and vacancies have very high migration energies,14 re-
combination events are less frequent than in the O case; of
the initial 200 U FPs, 160 U FPs are still present after 1700
ps. What was not expected, however, was that the high con-
centration of the defects on the U sublattice nucleates O FPs
�shown as the diamonds in Fig. 2�. Starting from no O FP at
t=0 ps, there is a gradual increase in the number of O FPs;
this peaks at �600 ps with a total of �30 FPs and then
slowly levels off; however, even after 1700 ps about 20 O
FPs survive �Fig. 3�b��. Although most of the vacancies and
interstitials that make up individual O FPs remain close to
each other �within 2ao�, some of them diffuse far enough
from their counterpart that they are unlikely to undergo rapid
recombination. Indeed, some of the defects are no longer
isolated but, as seen in Fig. 3�c�, actually form clusters. A
detailed analysis of these structures is given below. What is
most noteworthy here, however, is the observation that the
presence of the defects on the U sublattice leads to the spon-
taneous formation of O FPs, whose diffusion controls the
longer time evolution of the system.

B. Frenkel pairs on both U and O sublattices

The above simulations are rather artificial because a ma-
terial under irradiation never produces defects on one sublat-
tice alone. We thus turn our attention to a more realistic
radiation-damage situation; in this simulation, we simulta-
neously create 200 FPs on both the U and O sublattices. As
in the previous simulations, all of the interstitials are created
on the empty octahedral sites of the fluorite unit cell. A snap-
shot of the random defect distribution in the system at t

(b)(a) (c)

FIG. 1. �Color online� Evolution of the point defects present only on the O sublattice: red for vacancies and blue for interstitials snapshots
taken at �a� t=0 ps, �b� t=40 ps, and �c� t=300 ps. Initially 200 FPs were randomly distributed on the oxygen sublattice. After 40 and 300
ps, only 78 and 21 O FPs are left behind. The O FPs annihilate by a vacancy-interstitial recombination mechanism with no clustering of the
defects.

FIG. 2. �Color online� Total number of O FPs present when the
system is initialized with three different defect conditions: �1� de-
fects present only on O sublattice �red triangles�; �2� defects present
only on U sublattice �green diamonds�, and �3� defects present on
both O and U sublattices �blue circles�; in contrast to �1�, in other
two cases, new FPs are created on the O sublattice.
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=0 ps is shown in Fig. 4�a�. During equilibration the U in-
terstitials and vacancies are largely immobile, as expected
based on the simulations on the U sublattice alone, with only
a few diffusing during the entire simulation �within first 1000
ps, only 15 U FPs have recombined�. Snapshots of the sys-
tem at t=40 ps and 1000 ps are shown in Figs. 4�b� and 4�c�.
In contrast to the results for FPs on the O sublattice alone, a
substantial number of defects remain at the end of the simu-
lation. The time evolution of the O FP concentration shows a
large increase within the first 100–150 ps, followed by a
slow decline. Instead of almost complete elimination of the
O FPs at the end of the simulation, their number is actually
larger than at the beginning of the simulation. This indicates
that there are two different phenomena taking place simulta-
neously. First, random diffusion of the vacancies and inter-
stitials results in elimination events by recombination. Sec-
ond and more interesting, and responsible for the sharp
increase in Fig. 2, is the spontaneously formation of new O
FPs. These are created by an O ion spontaneously moving
from the crystal lattice site to a nearby interstitial site. The
surviving original O FPs and the newly created O FPs to-
gether evolve into clusters while the O interstitials form COT
clusters, the O vacancies form Schottky defects with the U
vacancies. The structures of these clusters are discussed in
detail below.

Considered together, the above three simulations illustrate
two important points. First, U FPs influence the radiation
tolerance of UO2; the presence of U FPs not only prevents O
FP recombination but in certain cases also contributes to the
creation of new FPs. This in turn shows that the radiation
tolerance of UO2 decreases if the U FPs remain in the sys-
tem. Second, from the methodology viewpoint, this approach
of selectively creating defects on different sublattices pro-
vides insights into the defect-evolution mechanisms.

C. Vacancy clustering: Schottky defects

A Schottky defect in UO2 involves two O vacancies and
one U vacancy. The evolution of vacancies into Schottky
defects takes place in both systems with defects only on the
U sublattice �through the spontaneous creation of O FPs� and
systems with defects simultaneously present on both O and
U sublattices. In both cases, the process involves the diffu-
sion of the mobile O vacancies to the essentially immobile U
vacancies. A snapshot of a Schottky defect is shown in Fig.
5. Separate static calculations have shown that a Schottky
defect has a much lower energy than a VO

••−VU� dicluster with
a distant O vacancy. The system with completely separated
vacancies has a higher energy yet. As a result, the Schottky
defect created by diffusion is extremely stable. While most

(b)(a) (c)

FIG. 3. �Color online� Evolution of the point defects present only on the U sublattice. Snapshots taken at �a� t=0 ps, �b� t=1000 ps, and
�c� t=1700 ps. �a� Initially 200 FPs were randomly distributed on the uranium sublattice. �b� Due to the large number of U defects, some
new O FPs are created which diffuse with time. The interstitials diffuse and form a cluster shown as circled in �c�. �See Fig. 6 for details on
cluster�.

(b)(a) (c)

FIG. 4. �Color online� Evolution of the point defects simultaneously present on both O and U sublattices: orange and black for uranium
vacancies and interstitials. Snapshots taken at �a� t=0 ps, �b� t=40 ps, and �c� t=1000 ps. Initially 200 FPs were randomly distributed on
each sublattice. As time progresses, most of the O interstitials aggregate to form clusters. The U vacancies and interstitials are almost
immobile and do not participate in clustering directly.
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of the Schottky defects form as VO
••−VU�−VO

•• along �111�
�Fig. 5�, some form along �110�. Regardless of the specific
orientation, these Schottky defects sequester O vacancies,
thereby making them unavailable for vacancy-interstitial re-
combination events. This leads to the O interstitials, whose
potential recombination partners are sequestered in Schottky
defects, forming complex interstitial-defect clusters.

D. Interstitial clustering: Cuboctahedral clusters

The O interstitials form COT clusters containing 12 O
interstitials and eight O vacancies inside a single UO2 unit
cell. Such interstitial clusters have been previously observed
experimentally in oxygen-rich UO2 systems6,7,22 and have
been found to be stable in electronic-structure calculations.23

These simulations allow the dynamics of the formation pro-
cess itself to be determined.

Two types of COTs, distinguished by having a vacant
�COT-v� or occupied �COT-o� octahedral site at their center
have previously been identified �as discussed in Ref. 23�. In
the COT-o clusters, the octahedral site is occupied by an
oxygen ion. In our simulations, we find that a U ion can also
occupy the octahedral site inside the COT cluster �COT u�.
Figures 6�a�–6�c� show the COT-v, COT-o, and COT-u clus-
ters, respectively, as spontaneously formed in our simula-
tions. In all of these clusters, the U sublattice �atoms in
green� remains undisturbed; by contrast the cubic O sublat-
tice begins to break down. In particular, rather than eight O
ions occupying the corners of the simple-cubic sublattice,
there are 12 O interstitial ions and no ions at all occupying

the original cubic sublattice sites. A crystallographic analysis
of the COT clusters is given elsewhere.6,7

The formation of such clusters would be extremely un-
likely if it required all of the O ions to converge on a single
unit cell at the same time. Indeed, our simulations show that
the COT forms in a progressive manner, as illustrated in Fig.
7 for a COT-u cluster. Figure 7�a� is a snapshot at t=3 ps of
a unit cell containing a U interstitial at its center. At this
time, all the O sublattice sites are occupied. At t=4 ps, one
diffusing O interstitial enters the unit cell; as a result two O
ions move from their lattice sites to interstitial sites, creating
the structure shown in Fig. 7�b�. The unit cell now contains
two O vacancies and three O interstitials. In Fig. 7�c� at t
=20 ps, another O interstitial enters the unit cell, which fur-
ther creates two O FPs. As a result, there are four new O FPs
created in the unit cell by the addition of two O interstitials.
Similarly, further addition of two more O interstitials creates
four more O FPs, thereby completing the COT structure
�Figs. 7�d� and 7�e��.

Figure 7�f� shows that the energy of the system decreases
when the distributed O interstitials progressively form the
COT cluster. The other two clusters, COT v and COT o,
form via the same clustering mechanism and with similar
energetics. This formation mechanism of a COT cluster
therefore explains the sharp increase in the number of the O
FPs as observed in Fig. 2. For every complete cluster that
appears in the system, there is an increase of 8 O FPs with all
of these new FPs appearing from the O displacements within
a cluster. These new FPs are formed only because of an extra
oxygen ion entering the unit cell: their isolated formation has
not been observed.

The O interstitial-cluster formation is stabilized by the
simultaneous formation of Schottky defects since the U va-
cancies pin the O vacancies in Schottky-defect clusters. This
forces the O interstitials to either remain isolated or form
some sort of cluster. To illustrate this directly, we performed
simulations on systems containing only interstitials: eight ex-
tra O interstitials plus four U interstitials for charge balance.
A snapshot of the system at t=140 ps is shown in Fig. 8 �U
interstitials not shown�. The initially well-separated O inter-
stitials diffuse and evolve into COT clusters. In Fig. 8, one of
the interstitial clusters has completely formed while another
is in the process of construction. A similar scheme is applied
to understand the evolution of the independent vacancies.
Eight O vacancies and four U vacancies are created in the

FIG. 5. �Color online� Snapshot of Schottky-defect formation.
Two O vacancies tend to align in �111� direction around a U
vacancy.

(b)(a) (c)

FIG. 6. �Color online� Schematics of three different kinds of COT clusters as seen in Fig. 2 differentiated by filled or empty octahedral
site. The interstitials displace the lattice oxygen atoms, thereby creating 12 O interstitials and eight O vacancies. The U lattice remains
undisturbed. �a� An empty COT cluster, �b� O-filled COT cluster, and �c� U-filled COT cluster.
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system. The snapshots of the initial structure at t=0 ps and
the equilibrated structure at t=280 ps are shown in Fig. 9. In
Fig. 9 two Schottky clusters have already formed and one is
in the process of formation.

E. Evolution of disproportionately defected systems

Up to this point, we have illustrated the point defect clus-
tering process and the independent evolution of vacancies
and interstitials. We now present the dependence of the evo-
lution of O FPs on that of U FPs. To do this, we examine the

O FP evolution in a disproportionately defected system with
a large number of O FPs �200� but a small number of U FPs
�50�. As Fig. 10 shows, by 200 ps there is a significant de-
crease in the number O FPs, which then levels off by about
500 ps. We perturb the system with the hope of stimulating
further interactions by creating a further 200 O FPs. As evi-
denced by the first peak in the plot, the system again equili-
brates for another 500 ps with most of the O FPs again re-
combining leaving behind almost the same number of O FPs
as were observed after the first 500 ps. At this point �1000
ps�, we perform two further simulations on the equilibrated
system. In the first, we again add yet another 200 O FPs to
the system. In the second, we simply allow the 1000 ps sys-
tem to continue to equilibrate undisturbed �i.e., without any
addition of O FPs�. After an additional 500 ps, the two sys-

(b)(a) (c)

(d) (f)(e)

FIG. 7. �Color online� Snapshots showing progressive formation of COT cluster, as seen in an MD simulation. �a� A fluorite unit cell
containing a U interstitial atom at the central octahedral site at t=3 ps. �b� At t=4 ps, a diffusing O interstitial enters the unit cell. Two
oxygen atoms are knocked from their lattice site, forming two O vacancies and two additional O interstitials. �c�–�e� are snapshots at t
=20, 120, and 250 ps. For every additional O interstitial entering the unit cell, two additional O atoms are knocked off from their lattice sites.
�f� The relative decrease in the energy of the system as the cluster is formed.

FIG. 8. �Color online� Clustering of oxygen interstitials in the
absence of vacancies. Initially four U and eight O interstitials were
added to the system. The O interstitials diffuse and form COT clus-
ters. One cluster is complete while the second one is in the process
of formation. The U interstitials �not shown here� remain immobile.

(b)(a)

FIG. 9. �Color online� Snapshots showing clustering of U and O
vacancies. �a� At t=0 ps, four U and eight O vacancies are created
in the system. �b� O vacancies diffuse and cluster around U vacan-
cies forming a �111� oriented cluster. Two �111� aligned clusters
have formed by t=280 ps.
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tems have almost identical numbers of O FPs. We thus con-
clude that the equilibrated O FPs concentration depends en-
tirely on the U FPs concentration in the system.

To confirm this relationship between the number of O FPs
and U FPs, we perform five different simulations with sys-
tems initially containing 100 O FPs but varying number of U
FPs, i.e., 10, 20, 30, 50, and 70. Figure 11�a� gives the time
dependence of the number of O FPs for each system. As the
initial U FPs concentration is increased, the number of sur-
viving O FPs also increases. For illustration, we compare the
systems containing 10 and 70 U FPs. At t=0 ps, both the
systems contain 100 O FPs. However, with time, the number
of O FPs differs significantly between two systems. For the
system containing ten U FPs, the O FPs number drops to 34
by t=500 ps and then to 15 at t=1000 ps. Due to a very low
concentration of U FPs in this system, most of the O vacan-
cies and interstitials annihilate by recombination. The num-
ber of O FPs has been found to level of by t=800 ps illus-
trating that no further O FP recombination takes place. The

system with 70 U FPs displays a different evolution. In this
case, the data points for all five different time periods are
concentrated close to one another and near to the high end of
the plot. This illustrates that not many recombination events
take place. By t=500 ps, only 13 O FPs have recombined
and 87 survive. Even with additional time, the number of
FPs does not decrease much, with 78 FPs surviving. Unlike
the recombination mechanism that is dominant in the ten U
FPs �low-concentration� system, here the system forms new
FPs. This shows that an increasing concentration of U FPs
tends to stabilize an increased concentration of O FPs in the
system. Further, if the O FPs concentration is not sufficient
for the given U FPs concentration, the system responds by
creating new O FPs as also seen previously in Fig. 4. The
data in Fig. 11 for the other systems also shows an increase
in O FPs as the U FPs are increased. By further extending the
data to higher concentrations of around 200 U FPs, it is
found that in a well-equilibrated system �t=1000 ps�, the
number of O FPs depend linearly on the number of U FPs as
shown in Fig. 11�b�.

IV. DISCUSSION

The simulation approach used here provides a good un-
derstanding of the kinetic phase of defect evolution and thus
complements the collision-cascade simulation method. It can
be argued that it is predicated on an unrealistically large
concentration of defects. While this may be true when aver-
aged over time and space, statistically it can be expected that
such high defect concentrations will on occasion be gener-
ated over some spatial region. Moreover, the resulting defect
structures, unlike rapidly recombining point defects, will
have a significant role in determining the true radiation per-
formance of the material.

It is interesting to compare this UO2 system with MgO. In
both systems we observed11 that if the defects are present
only on one sublattice, the FPs quickly recombine, whereas
if defects are present on both sublattices they form clusters.
Further, not only is the defect evolution similar but in both
systems the clusters are also in part stabilized by formation
of new FPs. In UO2, we have seen that new FPs form only
on O sublattice which stabilize the COT clusters. In MgO,
new FPs are spontaneously formed on both the Mg and O
sublattices. This difference in the system evolution arises
from the differences in crystallography and energetics of the
two systems. In particular, the interstitial lattice in MgO has
the same structure of parent rocksalt crystal structure,
thereby supporting growth of defect clusters through the cre-
ation of the FPs required to provide any missing interstitial
in the �MgO�4 crystal structure. Moreover, since the MgO
crystal lattice and interstitial lattices have the same struc-
tures, the extent and shape of the defect cluster is not limited.
By contrast, the lattice of interstitial sites in UO2 does not
have the symmetry of the parent lattice. As a result, the de-
fect clusters have a defined extent and shape: a COT within a
single unit cell.

COT clusters are observed experimentally in oxygen-rich
UO2. It was shown by Murray and Willis22 that the extra
oxygen ions form COT clusters in systems with O:U ratio

FIG. 10. �Color online� Evolution of the number of O FP in a
system initially containing 200 O FPs and fixed U FPs. After 500
ps, the number of O FPs levels off to �60. Another 200 O FPs are
added at 500 ps and 1000 ps shown by two peaks. In both cases, the
number of O FPs again level off to an equilibrium value. Evolved
system at 1000 ps was also separately equilibrated for 500 ps �black
triangle�. Each case leads to almost the same number of O FPs at
t=1500 ps.

(b)(a)

FIG. 11. �Color online� Number of O FPs with increasing time a
function of number of initially created U FPs. �a� Initially, 100 O
FPs were created on each of six different systems containing 10, 20,
30, 50, and 70 U FPs. �b� Linear dependence of the concentration of
surviving O FPs on the U FPs in a well-equilibrated system �t
=1000 ps�. �Straight line is shown as a guide to the eye.�
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greater than 2.13:1. The observation of COT clusters in stoi-
chiometric UO2 with no extra O interstitials has not been
anticipated: it may be due to the high concentration of the
interstitials in the system. This hypothesis is supported by
our simulations on an interstitial only system �Fig. 8�. How-
ever, the absence of clustering in the simulation beginning
with O FPs alone illustrates that charge imbalance on the U
sublattice also plays a very important role. From analysis of
all the simulations above, a clear picture emerges that the
defects on the U sublattice are primarily responsible for the
radiation intolerance of the UO2. A similar observation has
also recently been made in pyrochlore-based materials,24 for
which the cation disorder was found to be the driving factor
behind the oxygen disorder.

Andersson et al.25 have recently used density-functional
theory �DFT� calculations to predict the most stable defect
cluster. They found split-quad interstitials to be the most
stable O interstitial configurations in the hyperstiochiometric
systems, followed by COT clusters. The least stables were
found to be individual interstitials at octahedral sites. Our
MD simulations also predict COT clusters to be more stable
than individual interstitials; however, we have not observed
split-quad interstitials in our simulations. This disagreement
could be due to the limited materials fidelity of the empirical
potential or could be due to the effect of temperature: the
DFT calculations were performed at 0 K whereas the MD
simulations are performed at very high temperatures.

An atomistic simulation is only as good as the potential
that describes the interatomic interactions. We recall that the
Basak potential used for these simulations has nonformal
charges lower than the nominal valences of the ions. This
introduces a degree of covalency to the system. By contrast,
a number of other potentials use strictly formal charge model
�i.e., U4+ and O2−�. Corresponding simulations of FP evolu-
tion using one of these formal charge potentials, the Busker
potential, do not show COT-cluster formation. Further, a pre-

assembled COT cluster quickly disintegrates when allowed
to evolve using the Busker potential. These qualitatively dif-
ferent results for these two potentials arise from the differ-
ence in charges. In particular, the electrostatic repulsion
among the like-charged interstitials is much higher for for-
mal charges �Busker� than for partial charges �Basak�. That
both DFT calculations and experiment have shown the pres-
ence of COTs strongly suggests that a nonformal charge
model is a better choice to model the defect evolution. This
is also consistent with the conclusion of Govers et al.14 that
partial-charge models for UO2 generally provide higher ma-
terials fidelity than formal charge models.

Finally, this study has been performed on single crystals.
A corresponding study in the polycrystalline UO2 is required
to elucidate the point defect evolution in the presence of the
grain boundaries �GBs�. In the polycrystalline system, not
only will the point defects annihilate by vacancy-interstitial
recombination mechanism but they may also be eliminated at
the GBs. We therefore expect that the kinetics of the cluster
formation may be impeded. An understanding of GB sink/
source strength therefore needs to be established to under-
stand the effect of GBs on defect evolution.
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